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Abstract. We give a set of conditions under which a system is thermodynamically self-averaging
and show that several lattice models of interacting copolymers satisfy these conditions. We prove
this result for a general potential which is linear in the numbers of various types of contacts,
and show that this includes two potentials which have previously been used in models of random
interacting linear copolymers.

1. Introduction

Random copolymers are an interesting example in the statistical mechanics of random systems
and several papers have appeared on the adsorption (Garelet al1989, Gutman and Chakraborty
1994, 1995, Bolthausen and den Hollander 1997, Biskup and den Hollander 1999, Orlandini
et al 1999) and collapse (Sfatos and Shakhnovich 1997, Garelet al 1998, Monariet al
1999) of random copolymers. There are interesting questions concerning the existence of the
thermodynamic limit of the quenched average free energy and thermodynamic self-averaging
in these systems. Random systems are characterized by a Hamiltonian which depends on a
set of random parameters, and in the case of random copolymers these parameters are the
identities of the individual monomers making up the polymer. For a given set of values of
these parameters (e.g. the sequence of comonomers along the polymer chain) one can ask
for the value of the free energy of the system. If this free energy is equal (almost surely)
to the quenched average free energy (in the thermodynamic limit of infinitely large systems)
the system is said to be thermodynamically self-averaging. Orlandiniet al (1999) proved
that a self-avoiding walk model of random copolymer adsorption is thermodynamically self-
averaging but there are rather few similar results in this area. Thermodynamic self-averaging
has been proved for random spin models with both short-range (van Hemmen and Palmer
1982) and long-range interactions (van Enter and van Hemmen 1983). However, it is known
that correlation functions are not self-averaging in some random spin problems (Derrida and
Hilhorst 1981, Sourlas 1987).

A key ingredient in the proof of the existence of the thermodynamic limit in lattice problems
is the derivation of a sub- or super-additive inequality for the logarithm of the partition
function. In random systems this means that we are dealing with a sub-additive or super-
additive stochastic process, and there is an extensive mathematical literature on these processes.
They were first introduced by Hammersley and Welsh (1965) in the context of first passage
percolation and Kingman (1968, 1973) proved an important ergodic theorem for stationary
subadditive processes, in the one-parameter case. Akcoglu and Krengel (1981) generalized
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this result to multi-parameter processes and replaced Kingman’s stationarity condition by an
endomorphism on the measure space. The proof of self-averaging for long-range random spin
systems by van Enter and van Hemmen (1983) makes use of Akcoglu and Krengel’s ergodic
theorem.

The theorem of Akcoglu and Krengel (1981) is a very powerful tool and, in section 2,
we use it to derive sufficient conditions under which certain lattice models of copolymers are
thermodynamically self-averaging.

There is overwhelming numerical evidence for a collapse transition both in models of linear
(Mazur and McCrackin 1968, Webmanet al 1981, Tesiet al 1996a) and branched polymers
(Derrida and Herrmann 1983, Gaunt 1991, Gaunt and Flesia 1991) in the homopolymer case,
though the existence of a collapse transition has not been demonstrated rigorously. In section 3
we consider several specific models of random copolymers which are expected to show a
collapse transition. We show that these models each satisfy the conditions of section 2, and
hence show that they are thermodynamically self-averaging.

2. A sufficient condition for self-averaging

In this section we consider a class of lattice models of polymers, such as walks, trees, animals,
etc. In each case the vertices will be coloured and we shall be interested in interacting
versions of these objects, so that the vertices interact with a surface, or with each other,
etc. We shall consider thed-dimensional hypercubic latticeZd though extensions to other
lattices are possible. To formalize the situation we consider a classC of combinatorial
objects which are connected subgraphs ofZd , viewed as embeddings of some abstract
object. These subgraphs are stratified by the number (n) of vertices in the embedding and
we label the verticesi = 1, 2, . . . , n in some canonical way. The vertices are each coloured
randomly and independently and we represent the colour of vertexi by the random variable
χi belonging to the probability spaceY . We writeχ for the sequenceχ1, χ2, . . . , χn where
χ belongs to the probability spaceX = Y × Y . . . . The embeddings have an associated
energy determined by an integer-valued vectors which depends onχ . We call s the
dimensionless energyof the embedding. Letfn(s|χ) be the number of embeddings of an
object in classC with n vertices with colouringχ , and dimensionless energys. Define the
partition function

Zn(ω|χ) =
∑
s

fn(s|χ) eω·s (2.1)

and the associated free energy

Fn(ω|χ) = n−1 logZn(ω|χ) (2.2)

where the vectorω is conjugate tos.
Suppose thatZn(ω|χ) satisfies the following conditions:

1. n−1 logZn(ω|χ) 6 M(ω) < ∞ for all finite n, when all components ofω are finite and
χ ∈ X.

2. Zn1(ω|χ1)Zn2(ω|χ2) 6 Zn1+n2(ω|χ) whereχ is the concatenation of the colouringsχ1

andχ2.

It follows that, forχ ∈ X and for any fixed realω the function logZn(ω|χ) is integrable
over the probability spaceX. Under these conditions logZn(ω|χ) is a discrete super-additive
process and in the remainder of this section we shall assume that these conditions hold.
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Theorem 2.1.The limiting quenched average free energy

lim
n→∞〈Fn(ω|χ)〉 ≡ F̄(ω) (2.3)

exists, where〈· · ·〉 is an average over colourings.

Proof. Taking logarithms in condition 2 and averaging over the random colourings we obtain

〈logZn1(ω|χ1)〉 + 〈logZn2(ω|χ2)〉 6 〈logZn1+n2(ω|χ)〉. (2.4)

This equation, together with condition 1 and the super-additive function theorem (Hille 1948)
immediately implies (2.3). �

Lemma 2.1. Conditions 1 and 2 imply that

lim inf
n→∞ Fn(ω|χ) > F̄(ω) (2.5)

for almost allχ ∈ X.

Proof. For fixedm write n = mp + q with 0 6 q < m. Repeated application of condition 2
gives

Zn(ω|χ) >
[ p∏
i=1

Zm(ω|χi)
]
× Zq(ω|χ0) (2.6)

where the colouringsχi andχ0 are inherited fromχ . Taking logarithms and dividing byn we
obtain

n−1 logZn(ω|χ) >
[

1

m(p + q/m)

p∑
i=1

logZm(ω|χi)
]

+ n−1 logZq(ω|χ0). (2.7)

Lettingp→∞ with m fixed we obtain

lim inf
n→∞ n−1 logZn(ω|χ) > 〈m−1 logZm(ω|χ)〉 (2.8)

almost surely, where we have made use of the strong law of large numbers. Lettingm→∞
and using theorem 2.1 we obtain (2.5). �

We next state a version of the local super-additive ergodic theorem of Akcoglu and Krengel
(1981), appropriate to our problem.

Theorem 2.2 (Akcoglu and Krengel).SincelogZn(ω|χ) is a discrete super-additive process
thenlimn→∞ Fn(ω|χ) ≡ η(ω|χ) exists for almost allχ .

The next theorem allows us to identify the value of this limit. Akcoglu and Krengel
remarked that under certain circumstancesη(ω|χ) is almost surely equal to the quenched
average free energy and we give a proof appropriate to our conditions.

Theorem 2.3.Lemma 2.1 implies that

η(ω|χ) = F̄(ω) (2.9)

for almost allχ ∈ X.
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Proof. By theorem 2.2 limn→∞ Fn(ω|χ) ≡ η(ω|χ) exists for almost allχ ∈ X so lemma 2.1
implies thatη(ω|χ) > F̄(ω) for almost allχ ∈ X. Suppose that the set for which this is true
isX∗, thenX∗ has measureµ(X∗) = 1. Suppose, to obtain a contradiction, that there exists a
positive measure setS+ such that, for allχ ∈ S+, η(ω|χ) > F̄(ω). LetS− be the set such that
χ ∈ S− implies thatη(ω|χ) < F̄(ω). Clearly (2.5) implies thatµ(S−) = 0. From condition 1
and the fact thatX is a probability space, the dominated convergence theorem implies that
η(ω|χ) is integrable and

F̄(ω) = lim
n→∞

∫
X∗
n−1 logZn(ω|χ) dχ =

∫
X∗
η(ω|χ) dχ. (2.10)

Using the fact that∫
X∗−S−−S+

η(ω|χ) dχ = (1− µ(S−)− µ(S+))F̄(ω) (2.11)

this implies that∫
S−
η(ω|χ) dχ +

∫
S+
η(ω|χ) dχ = F̄(ω)[µ(S+) +µ(S−)]. (2.12)

However,µ(S−) = 0 so that this equation implies that

〈η(ω|χ)〉χ∈S+ =
∫
S+
η(ω|χ) dχ/µ(S+) = F̄(ω). (2.13)

However, this is impossible sinceη(ω|χ) > F̄(ω) for all χ ∈ S+. �

3. Some examples

In this section we use the results of section 2 to prove thermodynamic self-averaging for several
interesting problems in polymer physics. Each of these problems could be used as a model
of polymer collapse in random copolymers. We treat them in a fairly general way so that our
treatment includes several of the Hamiltonians which have been suggested in the literature
(Garelet al 1998) for modelling collapse in random copolymers. For each of these problems
we need to check that the model satisfies conditions 1 and 2 above.

3.1. Self-interacting random unfolded self-avoiding walks

The proof of the existence of a collapse transition in interacting self-avoiding walks, where
all vertices are treated in the same way and there is no random colouring, is still open. This
problem was studied (for homopolymers) by Tesiet al (1996b), where they proved that the
limiting free energy exists for repulsive interactions between vertices, and that it is equal to
the corresponding free energy of self-interacting polygons. For attractive interactions there is
not even a proof of the existence of the limiting free energy.

We are not able to say anything about self-averaging in the random interacting self-
avoiding walk problem but we can prove self-averaging in a simpler model. We consider
self-avoiding walks onZd . We shall be interested in walks withn vertices and number these
verticesi = 1, . . . , n in a sequential way. We write(xi, yi, . . . , zi) for the coordinates of the
ith vertex and say that a walk isunfoldedif x1 < xi 6 xn for all i = 2, . . . , n. The vertices of
the walk are independently coloured +1 with probabilityp and−1 with probability 1−p. Let
bn(k++, k−−, k+−|χ) be the number of unfolded walks withn vertices,k++ contacts between
pairs of vertices coloured +1 and +1,k−− contacts between pairs of vertices coloured−1 and
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−1 andk+− contacts between pairs of vertices coloured +1 and−1, given a colouring sequence
χ . Define the partition function

Bn(β|χ) =
∑
k

bn(k|χ) eβg(k) (3.1)

wherek is the vector(k++, k−−, k+−) andg(k) is a linear function ofk. We takeβ <∞.
Since the number of unfolded walks is bounded above by(2d)n and the maximum number

of contacts is O(n), condition 1 is satisfied for anyβ <∞.
Two unfolded walks can be concatenated as follows. We shall write(xAi , y

A
i , . . . , z

A
i ),

i = 1, 2, . . . , nA, for the coordinates of vertexi in walk A and (xBi , y
B
i , . . . , z

B
i ), i =

1, 2, . . . , nB , for the coordinates of vertexi in walkB. Translate walkB so thatxB1 = xAnA + 1,
yB1 = yAnA, . . . , zB1 = zAnA , and add an edge joining thenAth vertex of walkA to the first vertex of
walkB. This produces an unfolded walk withnA+nB vertices,kA+++kB++ contacts between pairs
of vertices labelled +1 and +1, etc, so that thek-vectors add, and with a colouring of vertices
which is exactly the concatenation of the colourings in the two subwalks. This immediately
gives the inequality

BnA(β|χA)BnB (β|χB) 6 BnA+nB (β|χ) (3.2)

whereχ is the concatenation of the colouringsχA andχB . This establishes condition 2. Since
both conditions hold the model is thermodynamically self-averaging.

3.2. Self-interacting random lattice trees

The general problem of collapse in trees as a model of branched homopolymers (i.e. without
random colouring of the vertices) has been studied by Madraset al (1990). They showed that
the thermodynamic limit exists and derived bounds on the behaviour of the free energy.

For the quenched copolymer case one should randomly label each vertex of a tree (with
two colours, say) and this labelling should then be fixed. The labelling should be a property
of the graph and not of theembedding. Unlike the unfolded walk model, we are not able
to handle this case but we can prove results for a different labelling scheme which we call
lexicographically quenched. For eachembeddingof the graph, i.e. for each lattice tree, we
label the vertices lexicographically so that the labelling is additive under the concatenation
operation which we use.

We consider thed-dimensional hypercubic lattice with vertices having integer coordinates
(x, y, . . . , z). A contactis an edge of the lattice which is not an edge of the tree but which
is incident on two vertices of the tree. The tree is labelled lexicographically and each vertex
of the tree is coloured +1 with probabilityp and−1 with probability 1− p, independently.
With the vertices ordered lexicographically we writeχ for the correspondingcolouring, i.e. the
sequence of +1 and−1. Let tn(k++, k−−, k+−|χ) be the number of trees, modulo translation,
with n vertices, withk++ contacts between pairs of vertices coloured +1 and +1,k−− contacts
between pairs of vertices coloured−1 and−1 andk+− contacts between pairs of vertices
coloured +1 and−1, given a colouringχ of the vertices. Note thatk++, etc are all functions of
χ and hence are random variables. Definek to be the vector(k++, k−−, k+−), and writetn(k|χ)
for tn(k++, k−−, k+−|χ).

Define the partition function

Tn(β|χ) =
∑
k

tn(k|χ) eβg(k) (3.3)

whereg(k) is a linear function of the vectork. We takeβ <∞.
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Since the number of trees is exponentially bounded (Klein 1981, Klarner 1967), the
maximum number of contacts is O(n) andβ < ∞, condition 1 is automatically satisfied, so
we only have to check condition 2.

Each tree has aleftmost plane(rightmost plane) such that vertices in this plane have
a minimum (maximum)x-coordinate. Consider a particular treeτ . Suppose the leftmost
(rightmost) plane ofτ is x = xL(τ) (x = xR(τ)). Call the lexicographically first vertex in the
leftmost plane theleft vertexof τ , and the lexicographically last vertex in the rightmost plane
theright vertexof τ . Consider two treesτ1 andτ2, such thatτ1 hasn1 vertices andk-vectork1,
andτ2 hasn2 vertices andk-vectork2. With τ1 fixed, having its right vertex at(x1

R, y
1
R, . . . , z

1
R),

translateτ2 such its left vertex has coordinatesx2
L = x1

R + 1, y2
L = y1

R, . . . , z
2
L = z1

R. Add an
edge incident on these two vertices to form a single tree withn1 + n2 vertices andk-vector
equal tok1 + k2 since the concatenation does not create or destroy any contacts. This implies
that ∑

k1

tn1(k1|χ1) tn2(k − k1|χ2) 6 tn1+n2(k|χ) (3.4)

where we have writtenχ for the concatenation of the two colouringsχ1 andχ2. Multiplying
both sides of (3.4) by eβg(k), and summing overk, we obtain

Tn1(β|χ1)Tn2(β|χ2) 6 Tn1+n2(β|χ) (3.5)

where we have made use of the linearity ofg(k). This establishes condition 2 for this model
and we have therefore established that the model is thermodynamically self-averaging.

3.3. Self-interacting random lattice animals

Madraset al (1990) considered six different models of interacting lattice animals which are all
expected to show a collapse transition. The animal can be a sub-graph (i.e. a weak embedding)
or a section graph (i.e. a strong embedding). In each case the animal can be counted by vertices
or by edges. For section graphs the collapse can be induced by cycles, while for subgraphs
it can also be induced by contacts. Provided that the animal is labelled lexicographically,
the methods used in section 3.1 above can be used without essential modification to prove
self-averaging for the three cases in which the animal is counted by vertices (a0, sub-graphs
with collapse induced by cycles,A0, section graphs with collapse induced by cycles, anda,
sub-graphs with collapse induced by contacts, in the notation of Madraset al). The exponential
bound in condition 1 is almost immediate, using the exponential upper bound on the number of
animals due to Klarner (1967), since the maximum number of cycles or contacts is in each case
bounded above by(d − 1)n. Forβ < ∞ we immediately have condition 1. The functional
inequality in condition 2 is proved by a concatenation argument analogous to that used to prove
(3.4) and hence (3.5).

4. Conclusions

We have derived a set of sufficient conditions for a random statistical mechanical model to
be thermodynamically self-averaging. We have shown that several lattice models of self-
interacting copolymers obey these conditions and hence are self-averaging. For the cases of
linearly labelled unfolded walks and lexicograpically labelled lattice trees, where the potential
depends on a linear function of the numbers of the various types of contacts, we have given an
explicit proof of self-averaging and noted that these methods can be easily extended to handle
several models of lexicographically labelled self-interacting lattice animals. In addition we
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note that the argument given for linearly labelled unfolded walks appliesmutatis mutandis
to the model of linearly labelled directed walks, which is the random version of a model for
which a transition is known to occur in the homopolymer case (Braket al 1992).

Our potential is quite general and includes several models which have previously been
introduced in studies of collapse in models of linear heteropolymers (Garelet al 1998). In
particular, the binary quenched random hydrophilic–hydrophobic model, introduced by Garel
et al (1994), ∑

i<j

1ij (λi + λj ) = g(k++, k−−, k+−) = 2(k++ − k−−) (4.1)

where1ij is 1 when verticesi andj are near neighbours on the lattice and form a contact,
and zero otherwise.λi is the colouring of vertexi and can be±1. For the random short-range
interaction model introduced by Kantor and Kardar (1994)∑

i<j

1ijλiλj = g(k++, k−−, k+−) = k++ + k−− − k+−. (4.2)

Our results show that lexicographically labelled random trees and animals and linearly labelled
unfolded walks, with either of the above potentials, are self-averaging, but the corresponding
question for interacting self-avoiding walks is still open.
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